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인공지능 시대의 공학윤리

인공지능이 발전하였고 앞으로 발전할 시대에 대한 공학윤리이다. 4차 산업 혁명의 일부라고 할 수 있는 인공지능은 인간의 개입을 최소화하고 기계 등의 연결성을 극대화한다. 이런 시기의 윤리적 문제를 정보 윤리, 데이터 윤리, 인공지능의 윤리로 나누어 설명한다.

정보 윤리

여기서 정보는 인터넷을 통하여 수집되는 정보들을 말한다. 이러한 정보에 윤리가 적용될 여지는 당연히 있다. 이러한 정보를 이용하는데 있어 윤리적일 수도 있지만 비윤리적인 의도를 가지고 활동할 수 있다. 정보는 수집하기 이전에는 큰 의미를 갖지 않는데 이를 생산하고 결합하였을 때 의미를 가진다. 이러한 정보의 결합이 무제한으로 허용될 수 있는가 생각해보아야 한다. 이때 결합의 의도가 윤리를 위배해서는 안 된다. 과도한 개인 정보를 수집하고 악용하게 된다면 비윤리적인 정보의 사용이라고 할 수 있다.

이러한 정보 윤리와 관련하여 프라이버시를 보장하기 위해서 미국과 같은 경우 1974년에 프라이버시 법령이 시행되어 법으로 보장하고 있다. 이 프라이버시 법령의 항목들은 먼저 개인정보수집 시스템이 있다면 이를 알려야 함, 정보수집의 동의를 받아야 함, 수집의 목적을 밝히고 이외의 용도로 사용하지 않아야 함, 수집한 정보를 제3자에게 제공하지 않아야 함, 저장기간을 정해야 하고 정보는 보안적으로 저장되어야 함.

데이터 윤리

정보는 우리가 관심이 있는 데이터라면, 데이터는 우리가 인터넷을 사용하면서 발생하는 것들이다. 빅데이터 시대의 특징은 4V(Variety, Volume, Velocity, Veracity진실성)로 말할 수 있는데, 다양하고 방대한 데이터가 모이고 엄청난 속도로 처리된다는 것이며 마지막 V는 veracity로 진실성을 말한다. 수집되어서는 안 되는 데이터는 수집되어서는 안 된다는 것이다. 요즘 방대한 데이터를 모아서 트럼프 연설 딥 페이크 영상을 만드는 등의 윤리적이지 못한 방향으로 딥 페이크 알고리즘이 사용되고는 한다. 이러한 예시를 포함에서 데이터를 악의적으로 가공하고 잘못된 방법으로 사용해서는 안 된다.

인공지능의 윤리

인공지능은 그동안 강화 학습을 통해서 성장하다 최근에는 딥 러닝을 통하여 인공지능을 만들고 있다. 이러한 인공지능의 미래와 발전을 기대하였을 때 기술 낙관 주의의 관점으로 인공지능의 한계가 없다고 바라볼 수 있다. 인간이 가지는 자연의 일반 지능과 인공 지능은 다르다. 고도의 데이터를 기반으로 하는 인공 지능은 인간과 다르게 처리 없이는 맥락을 파악할 수 없고 암묵적인 법칙과 지식 등을 얻을 수 없다. 채팅 봇이 욕설과 인종차별적 언행을 하는 것이 맥락과 암묵적 법칙을 무시한 예시이고 이를 인간이 따로 처리하여 막아야 한다. 이렇게 인간이 의도적으로 처리를 해야 하므로 인간의 의도성과 선택이 들어간다. 따라서 인공지능은 인간의 지능을 완전히 대체할 수는 없다.

인공지능이 인간의 자율성을 소멸로 귀결될 것인가? 모든 판단을 인공지능이 하게 될 것인가?아니다. 프로그래밍 단계에서 인간의 의도나 선택이 들어갈 수밖에 없다. 프로그래머는 회사의 이윤을 선택하거나 인권을 우선적으로 선택하여 처리할 수 있다. 이윤의 추구하는 것이 많지만 인권적인 측면도 판단하고 특히 불법적인 것은 윤리적인 가치 판단을 통하여 프로그래밍 해야 한다. 윤리적인 판단으로 사회가 큰 피해를 입지 않도록 하자.